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Theoretical Distribution

In this topic, we will cover the following univariate probability
distributions:
i. Binomial Distribution
ii. Poisson Distribution
iii. Normal Distribution

The first two distributions are discrete probability distributions and the 
third is a continuous distribution. 

Note:

 Discrete random variable: Only takes finite or countable many number of
values. For example, marks obtained by students in a test, the number of
defective mangoes in a basket of mangoes, number of accidents taking
place on a busy road, etc.

 Continuous random variable: The random variable assume infinite and
uncountable set of values. In this case, we usually talk of the value in a
particular interval and not at a point. For example, the age, height or
weight of students in a class are all continuous random variable.
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Binomial Distribution

Assumptions

i. n, the number of trials are finite.

ii. Each trial results in two mutually exclusive and
exhaustive outcomes, termed as success and failure.

iii. Trials are independent.

iv. p, the probability of success is constant for each trial.
Then q=1-p, is the probability of failure in any trial.
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Binomial Distribution

Probability function of binomial distribution

 If X denotes the number of successes in n trials satisfying
the assumptions, then X is a random variable which can
take the values 0,1,2,…,n; since in n trials we may get no
success (all failures), one success, two successes, …..or all
the n successes.

 We are interested in finding the corresponding
probabilities of 0,1,2,…., n successes. The general
expression for the probability of r successes is given by:


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Binomial Distribution

 Putting r=0,1,2,...,n, we get the probabilities of 0,1,2,...,n

successes respectively in n trials and these are tabulated

in the below table.

Binomial probabilities
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r p(r)=P(X=r)
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Moments of Binomial Distribution

 For a  Binomial random variable X ~ Binomial (n,p),

 Mean=E(X) = np;

 Var(X) =µ2= σ2=np(1- p)=npq  since (p+q=1 &1-p=q)

 µ3=npq(q- p), µ4=npq[1+3pq(n-2)]

 Moments coefficient of skewness is:
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Moments of Binomial Distribution

 Moments coefficient of kurtosis is:

Reference:

Gupta, S. C. (2015), Fundamentals of Statistics, Himalaya Publishing House. 
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Binomial Distribution
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Binomial Distribution
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Binomial Distribution
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Poisson Distribution
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 Poisson distribution was derived in 1837by a French mathematician Simen
D. Poisson (1781-1840). Poisson distribution may be obtained as a limiting 
case of Binomial probability distribution under the following conditions:

(i) n, the number of trials is indefinitely large i.e. n→∞,

(ii) p, the constant probability of success for each trial is indefinitely small 
i.e. p→0. 

(iii) np=m

Under the above three conditions the binomial probability function tends 
to the probability function of the Poisson distribution given below:

Where X is the number of successes, m=np and e=2.71828 [The base of the 
system of Natural Logarithms]
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Poisson Distribution
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Putting r=0,1,2,3,…., we obtain the probabilities of 0,1,2,3,… successes 
respectively, which are given in the below table.

The total probability is 1

r p(r)=P(X=r)
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Poisson Distribution
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Utility or importance of Poisson distribution

 Poisson distribution can be used to explain the behavior of the discrete 
random variables where the probability of occurrence of the event is very 
small and the total number of possible cases is sufficiently large.

 Some of practical situations where Poisson distribution can be used.

1. The number of telephone calls arriving at  a telephone switch board in 
unit time (say, per minute).

2. The number of defects per unit of manufactured product.

3. To count number of bacteria per unit (Biology).

4. The number of accidents taking place per day on a busy road.

5. The number of typological errors per page in a typed material.



Constants and moments of Poisson Distribution
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 Mean=m

 Variance=µ2=m

 In the Poisson distribution, the mean=variance=m

 µ3=m, µ4=m+3m2
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Poisson Distribution
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Poisson Distribution
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Poisson Distribution
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Thank you..
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