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Input: 𝐴 = 𝑎𝑖𝑗 ,𝐵 = 𝑏𝑖𝑗

output: 𝐶 = 𝑐𝑖𝑗 = 𝐴.𝐵 𝑤ℎ𝑒𝑟𝑒 𝑖, 𝑗 = {1,2,3,……𝑛}

𝑐11 𝑐12 … 𝑐1𝑛
𝑐21 𝑐22 … 𝑐22
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𝑐𝑛1

⋮
𝑐𝑛2

⋱
…

⋮
𝑐𝑛𝑛

=

𝑎11 𝑎12 … 𝑎1𝑛
𝑎21 𝑎22 … 𝑎22
⋮

𝑎𝑛1

⋮
𝑎𝑛2

⋱
…

⋮
𝑎𝑛𝑛

.

𝑏11 𝑏12 … 𝑏1𝑛
𝑏21 𝑏22 … 𝑏22
⋮
𝑏𝑛1

⋮
𝑏𝑛2

⋱
…

⋮
𝑏𝑛𝑛

𝑐𝑖𝑗 = ෍

𝑘=1

𝑛

𝑎𝑖𝑘 . 𝑏𝑘𝑗
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Matrix Computations
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Standard Algorithm

𝑇 𝑁 = σ𝑖=1
𝑁 σ𝑗=1

𝑁 σ𝑘=1
𝑁 𝑐=c 𝑁3 = 𝑂(𝑁3)



• Divide-and conquer is a general algorithm design paradigm:

✓ Divide: divide the input data S in two or more disjoint subsets

𝑆1, 𝑆2…

✓ Solve the subproblems recursively

✓ Conquer: combine the solutions for 𝑆1, 𝑆2… into a solution for 𝑆

• The base case for the recursion are sub problems of constant size

• Analysis can be done using recurrence equations
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Divide-and-Conquer



1. Divide: Partition A and B into
𝑛

2
𝑋

𝑛

2
submatrices. Form terms

to be multiplied using + and –

2. Conquer: Perform 7 multiplications of
𝑛

2
𝑋

𝑛

2
submatrices

recursively.

3. Combine: Form C using + and – on
𝑛

2
𝑋

𝑛

2
submatrices
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Matrix multiplication through divide and conquer approach



𝑛 × 𝑛 𝑚𝑎𝑡𝑟𝑖𝑥 = 2 × 2 matrix of (𝑛/2) × (𝑛/2) submatrices:

𝑟 ⋮ 𝑠
⋯ ⋮ ⋯
𝑡 ⋮ 𝑢

=
𝑎 ⋮ 𝑏
⋯ ⋮ ⋯
𝑐 ⋮ 𝑑

.

𝑒 ⋮ 𝑓
⋯ ⋮ ⋯
𝑔 ⋮ ℎ

𝐶 = 𝐴. 𝐵

𝑟 = 𝑎𝑒 + 𝑏𝑔
𝑠 = 𝑎𝑓 + 𝑏ℎ
𝑡 = 𝑐𝑒 + 𝑑𝑔
𝑢 = 𝑐𝑓 + 𝑑ℎ

8 multiplications and 4 adds of
n

2
X

n

2
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Matrix multiplication through divide and conquer approach



𝑇 𝑛 = 8𝑇
𝑛

2
+ Θ(𝑛2)

#submatrices work adding submatrices

submatrix size

Complexity: 𝑇 𝑛 = Θ(𝑛3)
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Matrix multiplication through divide and conquer approach



• In linear algebra, the Strassen algorithm, named after Volker
Strassen, is an algorithm for matrix multiplication.

• It is faster than standard matrix multiplication algorithm and is
useful in practice for large matrices.

• But it would be slower than the fastest known algorithms for
extremely large matrices.
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Strassen’s Algorithm



• Multiply 2 × 2 matrices with only 7 recursive multiplications.

𝐶11 𝐶12
𝐶21 𝐶22

=
𝐴11 𝐴12
𝐴21 𝐴22

.
𝐵11 𝐵12
𝐵21 𝐵22
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Strassen’s Idea

𝑷𝟏 = (𝑨𝟏𝟏 + 𝑨𝟐𝟐)(𝑩𝟏𝟏 +𝑩𝟐𝟐) 𝑪𝟏𝟏 = 𝑷𝟏 + 𝑷𝟒 −𝑷𝟓 + 𝑷𝟕

𝑷𝟐 = 𝑨𝟐𝟏 + 𝑨𝟐𝟐 ∗ (𝑩𝟏𝟏) 𝑪𝟏𝟐 = 𝑷𝟑 +𝑷𝟓

𝑷𝟑 = 𝑨𝟏𝟏 ∗ (𝑩𝟏𝟐 −𝑩𝟐𝟐) 𝑪𝟐𝟏 = 𝑷𝟐 +𝑷𝟒

𝑷𝟒 = (𝑨𝟐𝟐)(𝑩𝟏𝟏 +𝑩𝟐𝟐) 𝑪𝟏𝟏 = 𝑷𝟏 + 𝑷𝟑 −𝑷𝟐 + 𝑷𝟔

𝑷𝟓 = 𝑨𝟏𝟏 + 𝑨𝟐𝟐 ∗ (𝑩𝟐𝟐)

𝑷𝟔 = 𝑨𝟐𝟏 − 𝑨𝟏𝟏 ∗ (𝑩𝟏𝟏 +𝑩𝟏𝟐)

𝑷𝟕 = 𝑨𝟏𝟐 − 𝑨𝟐𝟐 ∗ (𝑩𝟐𝟏 +𝑩𝟐𝟐)



𝑇 𝑛 = ቐ
𝑏 𝑛 ≤ 2

7𝑇
𝑛

2
+ Θ(𝑛2) 𝑛 > 2

• When we apply the masters theorem:

𝑇 𝑛 = 𝑂(𝑛log2 7)

𝑇 𝑛 = 𝑂(𝑛2.81)

• The number 2.81 may not seem much smaller than 3, but because
the difference is in the exponent, the impact on running time is
significant. In fact, Strassen’s algorithm beats the ordinary
algorithm on today’s machines for 𝑛 ≥ 32 or so.
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Analysis



• Inverse of an 𝑛 × 𝑛 matrix A to be the 𝑛 × 𝑛 matrix, denoted by 𝐴−1(if
it exists), such that

𝐴𝐴−1 = 𝐼𝑛 = 𝐴−1𝐴

• for example
1 1
1 0

−1

=
0 1
1 −1

• Many nonzero 𝑛 × 𝑛 matrices do not have inverse. A matrix without
an inverse is called noninvertible, or singular.

• An example of a non-zero singular matrix is
1 0
1 0

• If a matrix has an inverse, it is called invertible, or nonsingular.
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Inverse of a Matrix



• If A and B are nonsingular 𝑛 × 𝑛 matrices, then

𝐵𝐴 −1 = 𝐴−1𝐵−1

• Inverse operation commutes with the transpose operation:

𝐴−1 𝑇 = 𝐴𝑇 −1

• Prove that an 𝑛 × 𝑛 matrix is singular if and only if det(A)=0.
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Inverse of a Matrix
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