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Introduction

 Factor analysis i1s mostly used for data reduction
purposes

— To get a small set of variables (preferably uncorrelated)
from a large set of variables (most of which are correlated
to each other)

— To create indexes with variables that measure similar things
(conceptually)



Cont...

 Frailty variables
— Speed of walk
— Speed of usual walk
— Time to do chair stands
— Arm circumference
— Body mass index
— Tricep skinfold thickness
— Shoulder rotation
— Upper extremity strength
— Pinch strength
— Grip strength
— Knee extension
— Hip extension
— Time to do pegboard test



Cont...

» Other examples
— Personality
— Depression
— Customer satisfaction

— Woman’s autonomy



Applications of factor analysis

Identification of underlying factors

— Groups variables into homogeneous sets
— Creates new variables

Screening of variables

— ldentifies groupings to allow us to select one variable to
represent many

— Useful in regression (helps avoid collinearity)

Summary
— Allows us to describe many variables using few factors

Clustering of objects

— Helps us to put objects (people) into categories depending
on their factor scores



Some concepts

« Eigenvalue: is a measure of how much of the
variance of the observed variables a factor explains

 So, If the factor for socioeconomic status (consisting
of three variables i.e. income, education and
occupation) had an eigenvalue of 2.3 it would
explain as much variance as 2.3 of three variables

* The factors that explain the least amount of variance
are generally discarded




Cont...

« Factor loading: The relationship of each variable to
the underlying factor

« Scree plot: displays the eigenvalues associated with a
factor in descending order versus the number of

factor
Scree Plot for Frailty Example




Cont...

 Rotation: In principle components, the first factor
describes most of variability

 After choosing number of factors to retain, we want
to spread variability more evenly among factors

 To do this we ‘rotate’ factors:

— Redefine factors such that loadings on various factors tend
to be very high or very low

— It makes sharper distinctions in the meanings of factors




Frailty example
Frailty Example

Factors

Hand Leg

Variable L size speed strength strength
arm circ | 0.97 —0.01 0.16 0.01
skinfld | 0.71 0.10 0.09 0.26
fastwalk | —0.01 0.94 0.08 0.12
gripstr | 0.19 0.10 0.93 0.10
pinchstr | 0.26 0.0%9 0.57 0.19
upextstr | 0.08 J.25 0.27 .14
kneeext | 0.13 0.286 0.1¢ 0.72
hipext | 0.0% .09 0.14 0.68
shldrrot | 0.01 0.22 0.14 0.26
pegbrd | —0.07 —0.33 —0.22 —0.06
bmi | 0.89 —0.0% 0.0%9 0.04
uslwalk | —0.03 0.92 0.07 .07
chrstand | 0.02 —0.43 —0.07 —0.18



Socioeconomic status example

Income 0.65 0.11
Education 0.59 0.25
Occupation 0.48 0.19
House value 0.38 0.60
Number of public  0.13 0.57
parks in

neighbourhood

Number of violent 0.23 0.55

Crimes per year in
neighbourhood



Cont...

The variable with the strongest association to the
underlying latent variable factor 1 is income, with a
factor loading of 0.65

The other variables associated with factor 1 are
education and occupation

We could call factor 1 “individual socioeconomic
status”

We may call factor 2 “neighbourhood socioeconomic
status”



Running factor analysis in STATA

* The command to run factor analysis in STATA
— factor ideol equality owner respon competition, pcf

 After running factor you need to rotate the factor
loads
— rotate

 To create the new variables, after factor, rotate type
predict
— Predict factorl factor2
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Cont...

Another option could be to create indexes out of each
cluster or variables.

For example, ‘owner’ and ‘competition’ define one
factor. These two can be aggregated to create a new
variable to measure ‘market oriented attitudes’

‘Ideol’, ‘equality’ and ‘respon’ can be aggregated to
create a new variable to measure ‘egalitarian
attitudes’

The two new variables can be created as

— gen market = (owner + competition)/2
— gen egalitarian = (ideol + equality + respon)/3



Choosing number of factors

 To select how many factors to use, consider
eigenvalues from a principal components analysis

* Rules to go by:
— Number of eigenvalues > 1
— Scree plot
— % variance explained
— comprehensibility



Frailty Example

(principal components; 13 components retained)

Component Eigenvalue Difference Proportion Cumulative
1 3.80792 1.28489 0.2929 0.2929
2 2.52303 1.28633 0.1941 0.4870
3 1.23669 0.10300 0.0951 0.5821
4 1.13370 0.1%59¢4 0.087Z 0.6693
5 0.93406 0.15572 0.0719 0.7412
& 0.77834 0.05959 0.0599 0.8011
7 0.71875 0.13765 0.0553 0.8563
8 0.58110 0.18244 0.0447 0.9010
9 0.39866 0.0271¢6 0.0307 0.9317

10 0.37149% 0.0e131 0.028¢0 0.9603
11 0.31018 0.19962 0.0239 0.9841
12 0.11056 0.01504 0.0085 0.9927
13 0.09552 0.0073 1.0000



Scree Plot for Frailty Example
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5 Factors, Unrotated

Factor Loadings

Variable | 1 2 3 4 5

__________ S
arm circ | 0.59934 0.67427 —0.26580 -0.0414¢ 0.02383
skinfld | 0.62122 0.41768 -0.13568 0.16483 0.01069

fastwalk | 0.57983 -0.64697 -0.30834 -0.00134 -0.0558
gripstr | 0.57362 0.08508 0.31497 -0.33229 -0.13918
pinchstr | 0.55884 0.13477 0.308612 -0.25698 -0.15520
upextstr | 0.41860 -0.15413 0.14411 -0.17610 0.26851
kneeext | 0.56905 -0.14977 0.26877 0.36304 -0.01108
hipext | 0.44167 —-0.04549 0.31590 0.37823 -0.07072
shldrrot | 0.34102 -0.17981 0.19285 -0.02008 0.31486
pegbrd | -0.37068 0.1%9063 0.04339 0.1254¢ —0.03857
bmi | 0.51172 0.70802 -0.24579 0.03593 0.04290
uslwalk | 0.53682 -0.65795 -0.33565 -0.03688 -0.0519%9¢
chrstand | -0.35387 0.33874 0.073215 -0.032452 0.03548



5 Factors, Rotated

(varimax rotation)
Fotated Factor Loadings

Variable | 1 2 3 4 5
__________ o
arm_circ | —-0.00702 0.93063 0.14300 0.00212 0.0148
skinfld | 0.1128 0.71998 0.0932189 0.25655 0.0218
fastwalk | 0.91214 —-0.01357 0.0706e8 0.11794 0.04312
gripstr | 0.1368 0.24745 0.67895 0.13331 0.08110
pinchstr | 0.09e72 0.28091 0.62678 0.17e72 0.04419
upextstr | 0.25803 0.08340 0.28257 0.1002 0.39928
kneeext | 0.27842 0.13825 0.lcced 0.64575 0.09499

hipext | 0.11823 0.11857 0.15140 0.62756 0.01438
shldrrot | 0.20012 0.01241 0.16392 0.21342 0.41562
pegbrd | -0.35849 —0.09024 —0.19444 —0.03842 —-0.13004
bmi | -0.09260 0.90163 0.06343 0.03358 0.005e7
uslwalk | 0.90977 —-0.037586 0.05737 0.06l106 0.04081
chrstand | -0.46335 0.01015 -0.0885¢6 -0.15399 -0.03762



