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Solution of Volterra Integral Equation of 
Second kind by Successive Substitutions 



Let 𝑦 𝑥 = 𝑓 𝑥 + λ 𝐾 𝑥, 𝑡 𝑦 𝑡 𝑑𝑡
𝑥

𝑎
 (1) 

(i) 

be given Volterra integral equation of the second kind .  
Suppose that 

Kernel 𝐾 𝑥, 𝑡 ≠ 0, is real and continuous in the 

rectangle 𝑅 for which𝑎 ≤ 𝑥 ≤ 𝑏, 𝑎 ≤ 𝑡 ≤ 𝑏. 

Also, let 𝐾 𝑥, 𝑡 ≤ 𝑀, in 𝑅 

(ii) The function𝑓 𝑥 ≠ 0, is real and continuous in the 

interval 𝐼, for which 𝑎 ≤ 𝑥 ≤ 𝑏. 

Also, let 𝑓 𝑥 ≤ 𝑁, in 𝐼 

(2) 

(3) 

(iii) The λ is a constant (4) 



Therefore, the equation (1) has a unique solution in 𝐼 and 

above equation (1) is given by the absolutely and uniformly 

convergent series 

(8) 

𝑦 𝑥 = 𝑓 𝑥 + λ 𝐾 𝑥, 𝑡 𝑓 𝑡 𝑑𝑡

𝑥

𝑎

+ λ2 𝐾 𝑥, 𝑡  𝐾 𝑡, 𝑡1 𝑓 𝑡1 𝑑𝑡1𝑑𝑡

𝑡

𝑎

+⋯

𝑥

𝑎

 

Re-writing equation(1), we have 

𝑦 𝑥 = 𝑓 𝑥 + λ 𝐾 𝑥, 𝑡1 𝑦 𝑡1 𝑑𝑡1

𝑥

𝑎

 

(5) 

Replacing 𝑥 by 𝑡 in equation (6), we have 

(6) 

𝑦 𝑡 = 𝑓 𝑡 + λ 𝐾 𝑡, 𝑡1 𝑦 𝑡1 𝑑𝑡1

𝑥

𝑎

 

Putting the above value of 𝑦 𝑡  in equation (1), we obtain 

(7) 

𝑦 𝑥 = 𝑓 𝑥 + λ 𝐾 𝑥, 𝑡 𝑓 𝑡 + λ 𝐾 𝑡, 𝑡1 𝑦 𝑡1 𝑑𝑡1

𝑥

𝑎

𝑑𝑡

𝑥

𝑎

 (8) 



Re-writing equation (7), we have 

𝑦 𝑡 = 𝑓 𝑡 + λ 𝐾 𝑡, 𝑡2 𝑦 𝑡2 𝑑𝑡2

𝑥

𝑎

 
(9) 

Replacing 𝑡 by 𝑡1in equation (9), we have 

𝑦 𝑡1 = 𝑓 𝑡1 + λ 𝐾 𝑡1, 𝑡2 𝑦 𝑡2 𝑑𝑡2

𝑥

𝑎

 

(10) 

Substituting  the above value of 𝑦 𝑡1  in equation (8), we get 

𝑦 𝑥 = 𝑓 𝑥 + λ 𝐾 𝑥, 𝑡 𝑓 𝑡 𝑑𝑡

𝑥

𝑎

+ λ2 𝐾 𝑥, 𝑡  𝐾 𝑡, 𝑡1 𝑓 𝑡1 𝑑𝑡1𝑑𝑡

𝑡

𝑎

𝑥

𝑎

 

+λ3 𝐾 𝑥, 𝑡  𝐾 𝑡, 𝑡1  𝐾 𝑡1, 𝑡2 𝑦 𝑡2 𝑑𝑡2𝑑𝑡1𝑑𝑡 …

𝑡1

𝑎

𝑡

𝑎

𝑥

𝑎

 

(11) 



Proceeding  the same  as above, we have                   

𝑦 𝑥 = 𝑓 𝑥 + λ 𝐾 𝑥, 𝑡 𝑓 𝑡 𝑑𝑡

𝑥

𝑎

+ λ2 𝐾 𝑥, 𝑡  𝐾 𝑡, 𝑡1 𝑓 𝑡1 𝑑𝑡1𝑑𝑡

𝑡

𝑎

𝑥

𝑎

 

+λ𝑛 𝐾 𝑥, 𝑡  𝐾 𝑡, 𝑡1 …

𝑡

𝑎

𝑥

𝑎

 𝐾 𝑡𝑛−2, 𝑡𝑛−1 𝑓 𝑡𝑛−1 𝑑𝑡𝑛−1…𝑑𝑡1𝑑𝑡

𝑡𝑛−2

𝑎

 

+𝑅𝑛+1 𝑥 ,  (12) 

where                  

𝑅𝑛+1 𝑥 = λ
𝑛+1 𝐾 𝑥, 𝑡  𝐾 𝑡, 𝑡1 …

𝑡

𝑎

𝑥

𝑎

 𝐾 𝑡𝑛−1, 𝑡𝑛 𝑦 𝑡𝑛 𝑑𝑡𝑛…𝑑𝑡1𝑑𝑡

𝑡𝑛−1

𝑎

 

,  
(13) 



Now, let us consider the infinite series 

In view of the assumptions (i) and (ii), each term of the 

series equation (14) is continuous in interval 𝐼. It  follows 

that the series equation (14) is continuous in 𝐼, then its 

converges uniformly in 𝐼.  

𝑓 𝑥 + λ 𝐾 𝑥, 𝑡 𝑓 𝑡 𝑑𝑡

𝑥

𝑎

+ λ2 𝐾 𝑥, 𝑡  𝐾 𝑡, 𝑡1 𝑓 𝑡1 𝑑𝑡1𝑑𝑡

𝑡

𝑎

+⋯

𝑥

𝑎

 (14) 

Let  

𝑉𝑛 𝑥 = λ
𝑛 𝐾 𝑥, 𝑡  𝐾 𝑡, 𝑡1 …

𝑡

𝑎

𝑥

𝑎

 𝐾 𝑡𝑛−2, 𝑡𝑛−1 𝑓 𝑡𝑛−1 𝑑𝑡𝑛−1…𝑑𝑡1𝑑𝑡

𝑡𝑛−2

𝑎

 

(15) 



From equation (15), we have 

𝑉𝑛 𝑥 ≤ λ
𝑛 𝑁𝑀𝑛

𝑥 − 𝑎 𝑛

𝑛!
 Using  eq.(2) and (3) 

𝑉𝑛 𝑥 ≤ λ
𝑛 𝑁𝑀𝑛

𝑏 − 𝑎 𝑛

𝑛!
, 𝑎 ≤ 𝑥 ≤ 𝑏 

𝑉𝑛 𝑥 ≤ λ
𝑛
𝑁[𝑀 𝑏 − 𝑎 ]𝑛

𝑛!
, 𝑎 ≤ 𝑥 ≤ 𝑏 (16) 

Clearly, the series for which the positive constant 

λ𝑛
𝑁[𝑀 𝑏−𝑎 ]𝑛

𝑛!
  is the general expression for the nth  term, 

is convergent for all values ofλ, 𝑁,𝑀, (𝑏 − 𝑎). 



Therefore, from equation (16), it follows that the series 

equation (14) converges absolutely and uniformly. If eq.(1) 

has a continuous solution, it must be expressed by eq.(12). 

If 𝑦 𝑥  is continuous in 𝐼, 𝑦 𝑥  must have a maximum 

value 𝑌. Therefore 𝑦 𝑥 ≤ 𝑌    (17) 

𝑅𝑛+1 𝑥 = λ
𝑛+1 𝐾 𝑥, 𝑡  𝐾 𝑡, 𝑡1 …

𝑡

𝑎

𝑥

𝑎

 𝐾 𝑡𝑛−1, 𝑡𝑛 𝑦 𝑡𝑛 𝑑𝑡𝑛…𝑑𝑡1𝑑𝑡

𝑡𝑛−1

𝑎

   

Now, from equation (13), we have 

𝑅𝑛+1 𝑥 ≤
λ 𝑛+1𝑌𝑀𝑛+1 𝑥 − 𝑎 𝑛+1

𝑛 + 1 !
 



𝑅𝑛+1 𝑥 ≤
λ 𝑛+1𝑌𝑀𝑛+1 𝑏 − 𝑎 𝑛+1

𝑛 + 1 !
, 𝑎 ≤ 𝑥 ≤ 𝑏   

Hence  lim𝑛→∞ 𝑅𝑛+1 𝑥 = 0 .  

It follows that the function 𝑦 𝑥  satisfying equation (12) is 

the continuous function given by the series eq. (14).  

Q. Determine the resolvent kernels for the Fredholm 

integral equation having kernels: 

(i) 𝐾 𝑥, 𝑡 = 𝑒𝑥+𝑡 , 𝑎 = 0, 𝑏 = 1 

(ii) 𝐾 𝑥, 𝑡 = 1 + 𝑥 1 − 𝑡 , 𝑎 = −1, 𝑏 = 1 



Sol: We know that iterated kernels 𝐾𝑚 𝑥, 𝑡  

𝐾1 𝑥, 𝑡 = 𝐾 𝑥, 𝑡  (1) 

𝐾𝑚 𝑥, 𝑡 =  𝐾 𝑥, 𝑧 𝐾𝑚−1 𝑧, 𝑡 𝑑𝑧

1

0

 (2) 

From equation (1) 𝐾1 𝑥, 𝑡 = 𝐾 𝑥, 𝑡 =𝑒𝑥+𝑡 (3) 

Putting 𝑛 = 2 in equation (2), we have 

𝐾2 𝑥, 𝑡 =  𝐾 𝑥, 𝑧 𝐾1 𝑧, 𝑡 𝑑𝑧

1

0

 

𝐾2 𝑥, 𝑡 = 𝑒
𝑥+𝑡
𝑒2 − 1

2
 (4) 



Putting 𝑛 = 3 in equation (2), we have 

𝐾3 𝑥, 𝑡 =  𝐾 𝑥, 𝑧 𝐾2 𝑧, 𝑡 𝑑𝑧

1

0

 

𝐾3 𝑥, 𝑡 = 𝑒
𝑥+𝑡
𝑒2 − 1

2

2

 

as before ….. …..and so on. Now, observing the equation (3), (4) and 

(5), we may write  

(5) 

𝐾𝑚 𝑥, 𝑡 = 𝑒
𝑥+𝑡
𝑒2 − 1

2

𝑚−1

, 𝑚 = 1,2,3…… 
(6) 



Now, the required resolvent kernel is given by 

𝑅 𝑥, 𝑡; λ =  λ𝑚−1
∞

𝑚=1

𝐾𝑚 𝑥, 𝑡 =  λ
𝑚−1𝑒𝑥+𝑡

𝑒2 − 1

2

𝑚−1∞

𝑚=1

 

𝑅 𝑥, 𝑡; λ = 𝑒𝑥+𝑡 λ
𝑒2 − 1

2

𝑚−1∞

𝑚=1

 (7) 

But  λ
𝑒2−1

2

𝑚−1

= 1 +∞
𝑚=1 λ

𝑒2−1

2
+ λ

𝑒2−1

2

2

+⋯ 

 

Which is an infinite geometric series with common ratio λ
𝑒2−1

2
  

Therefore,    λ
𝑒2 − 1

2

𝑚−1

=
2

2 − λ 𝑒2 − 1

∞

𝑚=1

 (8) 



Provided   
λ
𝑒2 − 1

2
< 1 (9) 

Now, using equation (8) and (9), equation (7) reduces to 

𝑅 𝑥, 𝑡; λ =
2𝑒𝑥+𝑡

2 − λ 𝑒2 − 1
 Provided   λ <

2

𝑒2 − 1
 

Question: Solve the following integral equation by the 

method of successive approximations   

(1) 𝑦 𝑥 =
5𝑥

6
+
1

2
 𝑥𝑡𝑦 𝑡 𝑑𝑡

1

0

 



(2) 𝑦 𝑥 = 𝑥 + λ 𝑥𝑡𝑦 𝑡 𝑑𝑡

1

0

 

(3) 𝑦 𝑥 = sin 𝑥 −
𝑥

4
+
1

4
 𝑥𝑡𝑦 𝑡 𝑑𝑡

1

0

 

(4) 𝑦 𝑥 =
3

2
𝑒𝑥 −
1

2
𝑥𝑒𝑥 −

1

2
+
1

2
 𝑡𝑦 𝑡 𝑑𝑡

1

0

 

Try to yourself above given problem 
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