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Mathematical Expectation: Let X be a random variable having a
probability distribution function f(x). Expected value of the random
variable is the arithmetic mean of the random variable. The mean or
expected value of the random variable u(’X), Then

If X Is discrete type of random variable
Hyxy = ELUC)T = Y u(x) f ()
If X Is continuous type of random variable

Hy = EIUCOT = [u(3) f (x)dx



Special Mathematical Expectation: Let u(X) = X, where X is a random
variable of the discrete type having a p.d.f. f(x). Then

Mean of the random variable is E[X] = py

If a Is constant, E[a] = a

If a and b are constants, E[aX £ b]=aE[X] b
E[T(X) + 9(X)] = E[T(X)] + E[g(X)]

Variance of the random variable

o2 = Var[X] =E[(X - py)?] = E[X?] - E[X]?

6. If ais constant, Var[a] =0

7. Var[aX £ b] = a2 Var[X]

ok~ Wik



Example (i) In a gambling game a man is paid Rs. 5 if he gets all heads or
all tails when three coins are tossed, and he will pay out Rs. 3 if either one or
two heads show,. What is his expected gain?

Solution: The sample space for the possible outcomes when three coins are
tossed simultaneously, or equivalently if 1 coin is tossed three times, is

S={HHH, HHT, HTH, THH, HTT, THT, TTH, TTT}.
The amount the gambler can.

win is Rs.5; if event

E, ={HHH, TTT} occurs and

lose Rs.3; if event

E, ={HHT, HTH, THH, HTT, THT, TTH} occurs.



Since E, and E, occur with probabilities 1/4 and 3/4 respectively, it
follows that

p=E[X]= ZXD(X) (5)[ j+(— )[—j -1

In this game, the gambler will on an average lose Rs. 1 per toss of
the three coins.



Example (i) Let X be the random variable that denotes the life in hours
of a certain electronic device. The probability density function is

(20,000
f(x)=4 x>
0, elsewhere

Find the expected life of this type of device.
Solution: We have,

X >100

1 =E[X]= jx 200300 dx = j 200200 dx = 200
100 X 100 X
Therefore, we can expect this type of device to last, on average 200

hours.



Example (ii1) Suppose that the number of cars X that pass through a car
wash between 4.00p.m and 9.00p.m. on any day has the following

distribution:
X 4 5 6 7 8 9
P(X=x)|1/12 | 1/12 | 1/4 | 1/4 | 1/6 | 1/6

Let g(X) = 2X — 1 represent the amount of money In rupees, paid to the

attendant by the manager. Find the attendant’s expected earnings for this
particular time period.

Solution: The attendant can expect to receive

E[9(X)]=E[2X -1]

= Z(Zx—l) p(x)

ool o3l

=12.67



Example (iv) Let X be a random variable with density function

XZ

— —-1<x<?2
f(x)=4 3

0, elsewhere

Find the expected value of g(X) =4X + 3.
Solution: we have

E[g(X)]=E[4X +3]

B i (4% +3)x?
° 3

L a5 a2
dx:gj(4x +3X°)dx =8

-1



Example (v) The weekly demand for a drinking-water product, In
thousands of liters, from a local chain of efficiency stores is a continuous
random variable X having the probability density

2(x-1), 1 2
f(x) = (x=1), 1< x<
0, elsewhere
Find the mean and variance of X.

Solution: Calculating E(X) and E(X?), we have
2

1= E[X]:2!x(x-1)dx=g

0 17
E[X?]=2[ x*(x—1)dx ==~
) 6
2
.'.Var[X]zg—[§} _ 1
6 |3] 18



Moment Generating Function: Moment generating function (MGF) of

a r.v. X (discrete or continuous) is defined as E[e**], where t is a real
variable and denoted as M(t).

l.e., M(t) = E[e¥]
If X is discrete type of random variable
M (1) =D e™ f (X)
If X Is continuous type of random variable

M (t) = i?etx f (x)dx

—00

Also, we have,

M (t) = itn—lE(x”) E(X”){gt: M(t)}
n=0 "

t=0



Example(i) If X represents the outcome, when a fair die is tossed, find
the MGF of X and hence find E(X) and Var(X).

Solution: The probability distribution of X Is given by
P(X=1)=1/6,1=1,2,3,4,5,6

M (t) = ZetxpX —(e +e” +e¥ e +e +e)
E(X)= [|\/| ()]
.

= E (e' +2e* +3e™ +4e* +5e° + 6e6t)} =3
t=0
E(X®)=[M"(O)]

:vé(eV+4e”-+9em-+16e“-+25e“—+36e“)h0::g}

91 49 35

Var(X) = E(X?)=[E(X)F ==




Chebyshev's Inequality If X Is a random variable with mean p and
variance o2, then for any positive number K, we have

P X - u|2Ko}s— OF P{IX - u]<Ko}2l-—
K 2 K 2
Proof: We know that
o’ =E[X —u]
= sz(x—y)2 f (X)dx
N j Zx 11)? f(x)dx+ﬂ+j Zx 1) f (X)dx + j (X — )2 f (X)dx

,uKa

j(x 1) f (X)dx + j (X — )2 f (X)dx

—00 u+Ko



From the first Integral From the second Integral
X<u—-—Ko X>u+Ko
—(x—u)2Ko (X—u) 2 Ko
(x- ) 2 K02 (x- ) 2 Ko

u—Ko

2 > szazf(x)dH szng(x)dx
—o0 u+Ko
u—Ko o)

1> jKZf(x)dx+ [ K2 f (x)dx

u+Ko

1> K*{P[X < u—Ko]+P[X = u+Ko]
1> K*{P[X — u<—Ko]+P[X — u>Ko]
1> K*{P[| X — u|> Ko]




Hence
1
Also we know,
P[| X —u|=2Ko]+P[| X —u|<Ko]=1l, - P(A)+P(A%)=1
P[| X —u|<Ko]=1-P[| X — u|= Ko]

1

Example (i) A discrete RV X takes the values —1,0,1 with probabilities
1/8, 3/4, 1/8 respectively. Evaluate P[|X — u| > 2c] and compare it with
the upper bound given by chebyshev’s inequality.

Solution:



We have, 1 3 1
E[X]=-1x=+0x—+1x==0
8 4 8

E[XZ]:1><E+O><§+1><E:1
8 4 8 4

Var[X]=E[X2]- E[XT ==

o = JVar[X] = \/7

. P[|X = ¢ > 201 = P[|X|>1] = P[X =-1]+ P[X 1]—%
Using Chebyshev s inequality,

1.1
8 4

P[[X — u 220]32—12:%,hereK:2



Example (i1) Let X be a continuous random variable whose probability
density function given by f( x)=e=*, 0 < X < 0. Using Chebyshev’s
Inequality verify 1
Pl X — |>2]SZ

and show that actual probability is e=3.
Solution: We have E[X]= [ xe™dx

0

= :— xe~” —e‘x]: =1

E[X?] :sze‘xdx
0

=|-x%e*—2xe* =2 | =2
| b

Var[X]=E[X?]-E[X]?=2-1=1 = o =1



Therefore, P[|X -1|>2]=P(~0< X -1<-2)+P(2< X —1< )
= P(—0< X <-1)+P(B< X <o)
=0+jf(x)dx

3

= e_3

Using the Chebyshev’s inequality, P{| X —u[> Ka}gi2
K
Ko=2, K=2, ro=1

P X - e [>21<,



Two Dimensional Random Variables: Let S be the sample space. Let X=
X(S), Y= Y(S) be the two functions each assigning a real number to
each outcome s € S then (X, Y) Is a two dimensional random variable.

If the possible values of (X, Y) are finite or countably infinite, then
(X, Y) is called a two dimensional discrete random variable.

If (X, Y) can assume all values in a specified region R In the (X, Y)
plane then (X, Y) iIs called a two dimensional continuous random
variables.



Joint Probability Function:

1-Discrete Random Variables: If (X,Y) is a 2-dimensional discrete random
variable such that

P(X=x;, Y=y, =pj

Then p;; Is called the joint probability mass function provided the following
conditions satisfied

L p=0
2. 2.2.pij =1
]
2-Continuous Random Variable: If X and Y are continuous random

variables with f(x,y) Is called the joint probability density function provided
the following conditions are satisfied

1. f(x,y)=0

2 j jf(x,y)dxdy:l

— OO0 —O0O



Marginal Probability Function: If the joint probability distribution of two
random variables X and Y are given

1- Discrete Random Variables
Marginal probability function of X is given by

P(X=X)=pu.= Z P
Marginal probability function (J)f X 1S given by
P(Y — yj) = Ps; :Z B

2- Continuous Random Variables
Marginal probability function of X is given by
fx )= [ f(x y)dy

Marginal probability function of X is given by

fy (y) = [ f(x y)dx

—00



Marginal Distribution Function

1-Discrete Random Variable: The collection of pairs {X;, pi~} where |
takes the value 1, 2, 3, ... etc. Is called the Marginal distribution of X.

Similarly the collectlon of pairs {y;,p~} where j takes the value 1, 2, 3, .
etc. Is called the Marginal dlstrlbutlon of .

2-Continuous Random Variable: If the joint distribution of the random
variables X, Y is F[X, y], then o

the marginal distribution of X is Fyx (x) = j j f (x, y)dydx

—00 —00

Y o
the marginal distribution of Yis Fy(y)= | [ f(x y)dxdy

—00 —00



Conditional Probability Density Function
Discrete Random Variable
Conditional Probability of X given Y =y; is given by

P(X :y j_ pIX =X Y =yj)  Pjj
Y=Y P(Y =yj) P |

Conditional Probability of Y given X = x; Is given by

Y=y _P(X =X, Y =yj)  pjj
P( A:Xij_ P(X=x))  pj



Continuous Random Variable
The conditional probability function of X given' Y

(9)-453

The conditional probability function of Y given X

()43




Conditional Expectation: Let f(X,y) be the joint probability density
function of X,Y and u(Y) Is a function of y. Then the conditional
expectation of u(Y), given X =X Is

Elu(y)/x]= [u(y)f(y/x)dy
In particular, -

Conditional Mean, w
E[Y /x]= J'yf(y/x)dy

—Q0

Conditional Variance,
EllY —E(Y /)12 1 x|=E[Y 2 / x]- E[Y / X]?



Example (1) Find the marginal distributions given that the joint
distribution of X and Y Is,
fixy) ==
where X =1, 2, 3; Y =1, 2. Also determine the conditional mean and
variance of X, given Y=1.

Solution: Y : ,
X
1 2/21 3/21 5/21
2 3/21 4/21 7/21
3 4/21 5/21 9/21
9/21 12/21 1




* Marginal Distribution of X

* Marginal Distribution of Y

P(X =x)= pi*zzpij
j
X 1 2 3
Pix 5/21 7/21 9/21
P(Y — yj) — p*j :Z pij
Y 1 2
Ps; 9/21 |12/21




A"

. 2121 2
5/21 5
, 3/21 3
5/21 5

e Conditional mean
2
ELY /x]=> yf(y/x)=1x f (/1) +2x f(2/1)=7/5

y=1
2
E[Y?/x]=) y*f(y/x)=1"x f (1/1)+2°x f(2/1) =13/5

=1
* Conditional </ariance
13 49 16

E[Y?/x]-E[y/Xx]? = =
Y ] Ly/x] 5 25 25




Example (i1) Joint probability mass function of X, Y is given by P(x,
y) =k (2x + 3y) ; x=0,1,2;y=1, 2, 3. Find all the marginal and
conditional probability and also find probability distribution of X +.

Y
\ 1 2 3
0 3 k 6 k 9 k 18Kk
1 5k 8 k 11 k 24K
2 7 k 10 k 13 k 30K
15k 24K 33k 72K

Solution: Since  »*>'pjj =1 , k=1/72

J 1




* Marginal Distribution of X

P(X =X)= P :Z B;

X 0 1 2
P 18/72 [24/72 |30/72
* Marginal Distribution of Y P(Y =Y;) =P =Z P
Y 1 2 3
P 15/72 |24/72 33/72




Conditional probability distribution of X given Y =y

P(X:X/ j_p(X=Xi,Y=yj)_ Pij
Y =Y] P(Y =yj) P |
P(X<x/Y=1) | P(X<x/Y=2) | P(X<x/Y =3)

%2 _3 %2 _ 6 %2 _9
1572 15 2472 24 39;2 33
%2:5 %2:8 1%2:11
15/, 15 24, 24 33/, 33
%2 7 72 _ 10 D20 _13
15,15 24, 24 33/, 33




Y=y, ~P(X =X, =Yj) P
P( A:Xij_ P(X =Xj)

Conditional probability distribution of Y given X = x;

~ pi
P(Y<x/X=0)|P(Y<x/X=1)|P(Y<x/X=2)
%2 _3 %2 _ 0 %2 _
18/ 18 24, 24 302, 30
%2_6 %2:8 1%2_10
= 24 =

1872 18 29 24 3%2 30

13
%, 9 1, 1 %2 _13

= = 30
1872 18 24, 24 %2 30




* Probability distribution of X +Y
X+ Y| Probabilities

1 3/72

2 11/72

3 24/72

4 21/72

5 13/72




Example(iil) Given joint probability density function
f(x,y):{e_y’ x>0,y > X

0, otherwise
1. F!nd p(X >% <5) | |
2. Find the marginal density function of X and Y.



Solution: 1.

P(X >1Y <5
P >%<5): (P(?(<5)<)

P(Y <5) e Ydxdy

P(X >1Y <5)=| e Ydxdy

Il
P C—
O e <

e |x] dy

I
Ot U1 O 1 Oy
| p—— |
D
<
>
| I— |
o
<<

I
e U1 P ey, 01 P —y O

1-yl dy

O<l<x<y<5 =97 +€" | (O<x<y<5




P(X >1Y <5) e*-5
-~ PX> = ’ =
( %<5) P(Y <5) e’ —6

2. Marginal density function of X

fx ()= [e7Ydy=e""
X
Marginal density function of Y

y
fy (y) = je‘ydx= ye Y
0



Covariance: If X, Y is a two dimensional random variable then the
co-variance of X and Y is denoted by C,, and defined as

C,, = E[(X=E(X)) (Y — E(Y))] = E[XY] — E[X] E[Y]
Note: Cyy <oyoy



Correlation: The coefficient of correlation between X and Y iIs denoted
by

_ Sy
where e oXTy
o2 =E[X?]-[E(X))?  og =EY°]-[E(Y)]°
= E[X —E(X)]° — E[Y —E(Y)]?

Note: If X and Y are independent random variables, then
E(XY) = E(X)E(Y)
Cy=0  py=0



In a bivariate distribution if the change In one variable
effects the change in other variable, the variable are said to
be correlated. If the Increase (or decrease) In one variable
results in the corresponding increase (or decrease) then the
correlation said to be positive correlation of direct
correlation. If the iIncrease (or decrease) In one variable
results In the corresponding decrease (or increase) then the
correlation said to be negative correlation of Inverse
correlation.




Example: Let the random variables X and Y have the joint
probability function

X+y, O<x<l0<y<l

f(x,y)=
(%) 0 elsewhere

Find the correlation éoefficient.
Solution:



o

Correlation coefficient: Py =
0,0,

E[X]= [ [ x(x+ y)dxdy=é, EDYI= [ [ yoxs y)dXdy:é

|
|
|

11
5
OE[Y?]= 2(x+ v)dxdy = —
Y 2] My( y)dxdy T

5
X?(x+ y)dxdy = —
(x+y)axdy =

E[X?]

E[XY]= || xy(x+y)dxdy = %

|
|

5 [77
> ZE[X?]-E[XP =] = | =
o’ [X°]1-E[X] 2 [2 144

1
GZ:E[XZ]—E[X]Zzi_ 14
y 12 [12] 144



 Covariance

COV[X,Y]=E[XY]—E[X]E[Y]:%_%:_ﬁ

e Correlation Coefficient
C, ~1/144 1

Py oo, JAULd)x(1U1ad) 11
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